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1 Introduction

The NCSX Central Controls and Computing (WBS 5) will provide the equipment and services for: 1) integrated and remote control; 2) data acquisition, analysis, and storage; 3) facility timing and synchronization; 4) central safety and access control; 5) a control room; and 6) a networking and fiber optic infrastructure. WBS 5 includes eight elements:

· Network and Fiber Optic Infrastructure (WBS 51)

· Central Instrumentation and Control (WBS 52)

· Data Acquisition and Facility Computing (WBS 53)

· Facility Timing and Synchronization (WBS 54)

· Real Time Plasma and Power Supply Control (WBS 55)

· Central Safety and Interlock System (WBS 56) 
· Control Room Facility (WBS 57)

· Management & Integration  (WBS 58)
This document will provide a description of the WBS5 requirements, design, and implementation plans.

2 Design Requirements and Constraints

General Requirements and Constraints

· Network equipment and devices which connect to WBS5-provided networks are subject to review by the Computer Systems Division (Engineering Department).
· All computer, control and data acquisition equipment, software, and operating procedures should be in compliance with PPPL’s Computer Usage and Cyber-Security policies. 
· Almost all WBS5 equipment and software is constructed using commercial-grade components, manufacturing, and programming techniques. Systems that interface with WBS5 must be designed such that a failure or malfunction of WBS5 equipment or software will not damage major equipment.  With the exception of the Central Safety and Interlock System (WBS 56), a failure or malfunction of any WBS5 equipment or software shall not create a personnel safety hazard. 
· WBS5 will not provide support for legacy CAMAC equipment.  

· WBS5 will not provide support for legacy VMS computers.
Network and Fiber Optic Infrastructure 

The Network and Fiber Optic Infrastructure will provide: 1) (tcp/ip) networking equipment such as switches and routers and wireless-access-points (WAP) for the WBS5 equipment; and 2) an infrastructure of fiber optic cables that connect the main experimental areas.  The fiber optic cables will be used to support the currently-planned WBS5 networks (safety, engineering systems, diagnostics, general PPPL).  Some will be reserved for future growth and special applications.  Furthermore, on a case-by-case basis, unallocated fibers and network access points will be made available for use by other WBS elements in the NCSX project. 
· The number and type of fibers will be determined as the design of NCSX progresses.  Based upon forecasted growth, a reasonable number of spare fibers and conduits (or provisions) will be installed.  

· Fiber optic and twisted-pair cables must have the appropriate electrical insulation, flame-retardancy, mechanical, and materials characteristics for their specific application and installation methods. 
· The network is required to operate in a high noise environment close to the machine and its power sources. 
· Virtual and physical network segmentation will be required to prevent high network data loads from impacting critical networked systems, and to enhance cyber-security.
For the NCSX CD-4/MIE, the noted systems will be integrated with Network and Fiber Optic Infrastructure:

· Central Instrumentation and Control system (WBS 52)
· NCSX Test Cell audio and video (WBS 52)
· Diagnostic Data Acquisition and Facility Computing (WBS 53)
· NCSX Facility Clock (WBS 54)
· Power supply controls (WBS 55)
· Gas injection controls (WBS 55) 
· Central Safety and Interlock System (WBS 56)
· Vacuum Vessel Thermocouples (WBS 1)
· Magnetics diagnostic (WBS 3)
· Fast Visible Camera diagnostic (WBS 3)
· Field Mapping diagnostic (WBS 3)
·  ‘Robicon’ Power Supplies’ systems (WBS 4)

Central Instrumentation and Control
The Central Instrumentation and Control system (CI&C) will provide for supervisory and integrated control of NCSX engineering subsystems and diagnostics. The system provides a common user interface that enables operators to remotely control their equipment and monitor the state of various systems.  Other ancillary subsystems, such as remote NCSX Test Cell audio and video monitoring, and other facility controls will be included in WBS52, as required. In general, CI&C should have characteristics typical of a distributed control system (DCS). 
· Provide data trending, alarm logging, operator displays, and integrated process control and monitoring functions for NCSX.
· The human-machine interface (HMI) should support common hardware and software technologies, such as the PC, Macintosh, Windows, MacOS, and Linux.
· There should be an ‘event’ system to coordinate/synchronize processes and software among the NCSX computers.

· The system must be able to selectively authorize an operator to control only ‘their’ equipment, using an acceptable authentication method such as a username/password, physical token, or other acceptable operator-identification technique. In addition, control of certain devices may be restricted to a particular (physical) location or based upon the state of a system or process.
· The system should be expandable and scalable to be able to support new systems and performance enhancements and new technologies, as the NCSX program needs evolve. 
· Software and data should be backed-up using automated methods.
For the NCSX CD-4/MIE, the noted systems will be integrated with CI&C:

· Data Acquisition and Facility Computing (WBS53)
· NCSX Facility Clock (WBS 54)
· Power supply controls (WBS 55)
· Gas injection controls (WBS 55) 
· Vacuum Vessel Thermocouples (WBS 1)
Data Acquisition and Facility Computing 

The Data Acquisition and Facility Computing System (DAS) will provide automated device configuration and data acquisition, and a data management infrastructure to catalog and manage experimental results for subsequent retrieval and analysis.  The DAS will provide data management for all experimental results, including data from the majority of diagnostics, and selected engineering systems.
· It will be a “shot” mode system where device-initialization sequences are started before the experimental discharge, and data acquisition and archival is completed several minutes after the discharge.  This period must be shorter than the minimum pulse interval of NCSX.  

· The system should provide an Applications Program Interface (API) for common data analysis software, such as C, IDL, Matlab, and LabVIEW.

· There should be an ‘event’ system to coordinate/synchronize processes and software among the NCSX computers.

· The graphical user interface (GUI) should support common hardware and software technologies, such as the, Windows, MacOS, and Linux.

· All experimental data, for the life of the machine, will be available online.
· Three copies of the raw data will be maintained; one nightly backup of the local data acquisition computer, one nightly backup of the central data server, and one copy of the raw data will be continuously maintained for the life of NCSX on a central storage array.
For the NCSX CD-4/MIE, the noted systems will be integrated with the DAS:

· Central Instrumentation and Controls (WBS52)
· NCSX Facility Clock (WBS 54)
· Power supply controls (WBS 55)
· Gas injection controls (WBS 55) 
· Magnetics diagnostic (WBS 3)
· Fast Visible Camera diagnostic (WBS 3)
· Field Mapping diagnostic (WBS 3)
Facility Timing and Synchronization 

The Facility Timing and Synchronization System (T&S) performs several functions.  It defines the NCSX shot cycle through a series of pre-defined event (times), such as Start-of Cycle, Start-of-Pulse, and Start-of-Discharge.  The latter provides the time reference; ‘Time’ is in units of seconds and is relative to T(0), the (scheduled) time when the plasma is formed. The NCSX shot cycle typically starts several minutes before T(0), e.g. T(-140), and ends some 10-15 minutes later, e.g. T(+760).   
The T&S will provide the hardware and software that provides for the synchronization of hardware and equipment to the ‘microsecond’ degree, and computer programs on NCSX computers to the ‘seconds’ degree.  Most diagnostics and systems will use a combination of the T&S software and hardware facilities.
The T&S requirements include:

· Timing resolution of 100 nanoseconds.

· NCSX-complex-wide synchronism:  < 10  microseconds.

· At least 64 hardware event triggers.

· Fiber optic capable broadcast transmission 

· A Human Machine Interface (HMI) for the NCSX Chief Operations Engineer (COE), to control the Central Facility Clock, and to configure NCSX clock cycle. 
· Following the standards used on Tokamak Fusion Test Reactor (TFTR) and National Sperical Torus Experiment (NSTX), timing signals will be provided that are low voltage, high speed, and electrically isolated. 

· To permit users to configure and use the timing system, an Application Programming Interface (API) should be developed for the core NCSX programming environment.
For the NCSX CD-4/MIE, the noted systems will be integrated with the T&S:

· NCSX Central Instrumentation and Control  (WBS 52) 
· Data Acquisition and Facility Computing (WBS 53)
· Power supply controls (WBS 55)
· Gas injection controls (WBS 55)
· Magnetics diagnostic (WBS 3)
· Fast Visible Camera diagnostic (WBS 3)
· Field Mapping diagnostic (WBS 3)
Real Time Plasma and Power Supply Control 
The requirements for the Real Time Plasma and Power Supply Control System (CS) to achieve first plasma are modest.  For CD-4/MIE, the CS must provide synchronized control signals for the (approx.) eleven NCSX power supplies, and one gas injector.  The control methodology will be open-loop; no feedback will be used to modify the systems’ outputs.  WBS4 will specify the detailed requirements for power supply control. WBS2 will provide the detailed requirements for gas injection control.
For perspective, a full-fledged CS will be described below. This type of system will be required to achieve the long-term research goals for NCSX.
A Plasma Control System will acquire hundreds of magnetic field and flux measurements, and calculate and command dozens of power supply voltages and currents to initialize, grow, and maintain the NCSX plasmas.   The CS consists of real time computers, data acquisition, input and output hardware, fiber optic telemetry, software, and a power supply real time program to control an array of power supplies and fueling and heating systems. The control loop is on the order of 300 microseconds. The NCSX Physics Operator has an extensive user interface, which includes facilities to operate the system and to set up a new shot or to restore an archived shot. 

Central Safety and Interlock System 

The Central Safety Interlock System (CSIS) will provide system wide coordination of personnel and hardware interlocks. 
· The CSIS will be designed using fail-safe design techniques.  
· Each NCSX high-energy (or otherwise hazardous) subsystem will interface with the CSIS. The high-energy subsystem will be responsible for ensuring that the design of its (local) interlocks and safety features are adequate.

· The CSIS will provide a global E-Stop system, permitting individuals the ability to shutdown all hazardous equipment using E-Stop pushbuttons located throughout the NCSX complex. 
· An access control system will be incorporated to control access to the Test Cell for only authorized/trained personnel, and when the area is “safe” for access.  A violation of these areas while “unsafe” will cause an automatic E-Stop.

· The CSIS will provide the NCSX Chief Operation Engineer (COE) with a centralized point of control to enable/disable, arm/disarm, and shutdown each NCSX high-energy (or otherwise hazardous) subsystem.

· The CSIS should support sequenced field operations.

For the NCSX CD-4/MIE, the noted systems will be integrated with the CSIS:
· Robicon’ Power Supplies’ systems (WBS 4)
· NCSX Test Cell entrances (door monitoring & card readers) (WBS 56)
Control Room Facility 

The Control Room Facility will provide a Control Room and a Computing Center.  The control room will provide a centralized location for researchers (PPPL physicists, engineers and collaborators) to direct and monitor the experimental operation of NCSX. The Computing Center, which will be near the control room, will hold some of the central computing and networking equipment.  In order to reduce the cost for CD-4/MIE, the (previously planned) WBS57 workscope has been eliminated.  However, the control room facility will be suitable for occupancy and a small operations team will use it for CD-4/MIE.  
Management and Integration 

This element supports a small, level-of-effort management function to support conceptual planning and interface definition for Central Controls and Computing systems. 

3 Design Description and Performance

The NCSX Central Controls and Computing designs are an evolution from the National Spherical Torus Experiment (NSTX) systems, so the technical risks are generally low.  To reduce the cost required to achieve the CD-4/MIE milestone: 1) only a portion of the design’s capabilities will be initially installed; 2) WBS5 elements will make use of existing PPPL and NSTX controls and computing resources where practical.  Following first plasma, NCSX-specific capacity will be installed to meet NCSX’s operational requirements. 

Detailed requirements, design, fabrication, testing, and cost and schedule information will be presented at the Final Design Review for each WBS5 element. These reviews are scheduled for November, 2007 thru March, 2008.
Network and Fiber Optic Infrastructure
The fiber optic cable infrastructure will support both WBS5 systems and other WBS elements of NCSX.  This cooperative and coordinated activity will reduce the overall costs to the NCSX project. A survey of the other WBS elements will be performed and an implementation plan will be presented at the WBS 51 Final Design Review. The majority of the fiber optic cable will be 62.5/125 micron multi-mode fiber,  the most commonly used type for data communications.  There will be some single-mode fibers.  Additional fiber types will be considered on an as-needed basis, and as the (commodity) technology advances.  Figure 1 shows a block diagram of the fiber optic cable infrastructure for CD-4/MIE.
The NCSX networks will consist of both new equipment, and extensions of the existing NSTX and general PPPL network infrastructure. The specific implementation will depend on several factors including network performance, security requirements, cost, and schedule. The hardwired (fiber optic or twisted-pair) cable and switch infrastructure will minimally support 100Mbps Ethernet and all uplinks will meet or exceed 1 Gigabit.  Wireless networks provide lower performance and reliability; these will be available for the control room and the test cell.  Figure 2 shows a plan for NCSX network access points, including wired and wireless. 
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Figure 1 Fiber Optic Infrastructure
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Figure 2 Network Equipment
Central Instrumentation and Control
The Central Instrumentation and Control (CI&C) system will be designed using the Experimental Physics and Industrial Control System (EPICS).  EPICS has been used on NSTX since 1999. EPICS is a set of software tools and applications used to develop a distributed control system.  It is a scaleable system and has been used (at other sites) for systems having dozens of I/O points to large systems that have more than one hundred thousand I/O points. This system is continually maintained and modernized through a global collaboration and is in use at more than one hundred installations. Argonne National Laboratory is the repository for the operational and beta releases of the software and documentation, and other support services. EPICS is free to PPPL, and has an equivalent value in the hundreds of thousands of dollars.  EPICS has regular technical meetings to share experiences and develop new capabilities. 
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Figure 3 Central Instrumentation and Controls
The CI&C engineering systems are behind the NSTX firewall, on the nstx-cs VLAN.  Access to this network segment is restricted. An EPICS gateway will provide EPICS clients on the PPPL network with monitoring capability for those NCSX engineering and diagnostic systems which have been integrated into CI&C.  The EPICS application development environment and programs used for operations will be on the ‘epics host’ computer which will use the Linux operating system.   The EPICS client tools, such as the database editor and the display manager, will be available at the user’s workstation which can be Linux, Windows, or MacOS. The Input-Output Controller (IOC) computer runs the core EPICS server software.  The IOC has databases whose records define the data/control processing algorithms and can call the input-output (driver) software. Automatic actions, alarms, events, and other tasks run on this platform.  The IOC can run using all popular operating systems, including several real time operating systems (RTOS). The initial IOCs for NCSX will use Linux.  
One IOC will be used for the Central Clock (WBS 54).  A second IOC will be used for the balance of CD-4/MIE needs on the nstx-cs network.  One IOC will be on the PPPL network-side of the firewall.  This will be available for EPICS clients and can be used as a secure path to send authorized control requests to systems on the nstx-cs IOC’s. Additional IOC’s will be added as the NCSX research plan matures. 

EPICS operator displays will be available on numerous Operator Interface units (OPI) in the NCSX control room and throughout the NCSX facility.  These OPI’s will display process control system status displays, current and historical trending, alarm logging, process mimic displays, and control and monitoring displays.  The standard EPICS Access Security rules will be available for use on NCSX; those are in addition to the operating system, network (firewalls), and other PPPL cyber-security measures.
Data Acquisition and Facility Computing

The DAS will use the Massachusetts Institute of Technology  (MIT)  developed MDSplus software for device setup, data acquisition, and display.  MDSplus has been used on NSTX since 1999.  MDSplus is a set of software tools for data acquisition and storage and a methodology for management of complex scientific data. It is currently installed at over 30 sites, spread over 4 continents. MIT is the repository for the operational and beta releases of the software and documentation, and other support services.  The MDSplus repository at MIT contains the core, server software as well as software for MDSplus clients. The MDSplus client (a diagnostic or data analysis program) software will use an existing API, such as that provided by the MDSplus community for languages such as C, LabVIEW, Visual BASIC, and IDL. Additional software capability is continuously being developed throughout the MDSplus collaboration and is generally available from the contributor’s institution.  MDSplus has regular technical meetings to share experiences and develop new capabilities.  
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Figure 4 Data Acquisition and Facility Computing
For NCSX, the MDSplus model developed for NSTX will be used.  This model will be capable of using several MDSplus servers to manage access to experimental data.  Several programs (e.g. dispatcher) will be written to integrate the core MDSplus environment into the NCSX operations environment.  The experimental data will reside on the PPPL Storage Area Network (SAN).  The SAN has several classes of media performance.  The most current NCSX data will reside on the highest performance media. As that storage space is consumed, its data will be automatically migrated to lower-performance media. There will be a pool of computing resources for NCSX data analysis.  This pool may be used by the researchers to run programs such as MDSscope, Matlab, IDL, and other analysis and visualization software.
Unlike NSTX, legacy TFTR CAMAC instrumentation will not be used in the design of the NCSX DAS, and the VMS operating system will not be used for NCSX operations.
Facility Timing and Synchronization

The design for the Facility Timing and Synchronization System will be based on a PPPL-developed, configurable timing device that uses a Field Programmable Gate Array (FPGA).  This device emulates the functional and electrical properties of CAMAC timing and synchronization modules that were originally used on TFTR, and later used on NSTX. There has been several years of operational experience with the new timing device on NSTX using a ‘generation 1’ system, NSTX has partially developed a ‘generation 2’ version.  NCSX will complete the development of the latest design and will write API and driver software for the EPICS, MDSplus, LabVIEW, and ‘C’ programming environments.
The T&S hardware has three subsystems: 1) event encoding, 2) event distribution, and 3) event decoding. The system will use a 10 MHz time base and support a minimum of 64 events.  ‘Shot events’ are encoded onto a data link (NCSX Facility Clock Link) and distributed throughout the facility as hardware events which can be used by the various subsystems and diagnostics to produce synchronized timing signals.  The events can occur at preprogrammed times or asynchronously.  An event decoder board will receive the NCSX Facility Clock Link and decode all events.  If an event is recognized, a timing delay or other timing function commences and the device outputs various low voltage and current timing signals, which are electrically isolated.  To permit users to configure and use the timing system, an Application Programming Interface (API) will be developed for the NCSX programming environment.

Software event distribution will use the event and communications components which are part of the MDSplus and EPICS software packages.  Software will be developed to allow programs to use either, or both, event systems to synchronize their software with the NCSX cycle.  The software event distribution is relatively slow and highly dependant upon the (software) implementation.  It is intended to be on the order of one second latency. 
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Figure 5 Facility Timing and Synchronization System
Real Time Plasma and Power Supply Control

For CD-4/MIE, there will be no Real-Time Power Supply and Plasma Control System (CS).  The NCSX power supplies will be controlled using a PC-based, LabVIEW-like control system.  Separate PLC’s, provided by WBS4, will also contribute to operating the power supplies.  As the NCSX program develops, the NSTX CS will be shared or duplicated to provide integrated Plasma Control, Power Supply Control, and control of heating and fueling systems as required by the NCSX research program.
Power supply control:

· The control system will produce analog control signals for NCSX’s  (approx.) eleven power supplies.

· The control signals will be synchronized with the NCSX shot cycle using the T&S.

· The control methodology will be open-loop; no feedback will be used to modify the analog control signals produced by the PC.

· An HMI will be provided:

· To provide interactive control of the system’s outputs.

· To configure the system for automated operation, the next shot, or test.

· To configure and store the power supply waveforms.

· There may be limited interface with WBS4-supplied power supply controls (PLC).
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Figure 6 Typical PC-based Control System
Gas injection is normally performed by the full-fledged CS.  Since that will not be available for CD-4/MIE, the gas injector (only one for CD-4/MIE) will be controlled in using a PC-based, LabVIEW-like control system.  In addition, the PC will control a few gas delivery valves and monitor a few pressures and vacuum gauges.   This is normally done by the Vacuum System PLC (which, again, will not be available for CD-4/MIE).  

Gas injection control:

· The control system will produce an analog control signal for one piezoelectric valve. 

· The signals will be synchronized with the NCSX shot cycle using the T&S.

· The control will be open-loop; no feedback will be used to modify the analog control signal produced by the PC.

· An HMI will be provided:

· To provide interactive control of the system’s outputs.

· To configure the system for automated operation, the next shot, or test.

·  To configure and store the gas injection waveforms.

· The system will provide a few other analog and digital inputs and outputs and control circuits to support ancillary equipment.

Central Safety and Interlock System

The Central Safety Interlock System (CSIS) will be a programmable system using a Safety Programmable Logic Controller (SPLC) that will have safety-rated input/output modules throughout the NCSX facility.  This type of system is commonly used within the safety sector of process control industry, and it is superior to the traditional PPPL implementation of a hardwired interlock system using electro-mechanical relays. The system will support fiber optic and twisted-pair communications.  A loss of system/network communications or power or a detected fault condition (hardware or software) will cause all high-energy/hazardous systems to shutdown.  A manual action by the Chief Operations Engineer (COE) will be required prior to re-enabling such systems.  Similar to NSTX systems, the COE may (if so desired) use a control panel and Kirk keys to permit systems to become enabled.  The SPLC’s peripheral devices, such as E-Stop and other monitoring contacts incorporate continuous monitoring which will detect shorts or open wiring conditions.  Card readers that control access to the experimental areas will be interlocked with the CSIS, so that entry into the area by authorized (trained) employees is permitted only when conditions are “safe”.  At the Final Design Review the requirements, analysis, design basis, fabrication, and tests for the system will be presented.
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Figure 7 Central Safety and Interlock System
Control Room Facility

The former PLT and PBX control rooms are approximately 2200 sq. ft. and will be used as the NCSX main control room (NCR).  The NCR will support PPPL physicists, engineers, and collaborators.  Approximately 200 sq. ft. of this space, adjacent to the test cell wall will be reserved for diagnostic/instrumentation racks. Approximately 1200 sq. ft. of the former PLT DAS computer area will be used as the NCSX Computing Center (NCC).  The NCC will hold the bulk of networking equipment, NCSX server computers, and will be a fiber optic cable hub location for the WBS51 fiber optic cable infrastructure. General use building facilities such as lighting, power, fire suppression, HVAC, network communications, and telephones will be separately provided (not part of the NCSX workscope). 
For CD-4/MIE,  WBS 5 will provide approximately six surplus office-style tables and chairs.
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Figure 8 NCSX Control Room and Computing Center
4 Design Basis

From a Central Controls and Computing perspective, NCSX is in the same ‘class’ as NSTX.  Therefore, an NSTX-like design is appropriate. Guidance for the design of WBS5’s interface with other NCSX WBS systems are the design review materials and specifications for those systems.
All engineering activities will be performed in accordance with Princeton Plasma Physics Laboratory (PPPL) Engineering and Safety procedures and directives. New NCSX Central Controls and Computing components will be designed, constructed, and installed in compliance with the applicable provisions of the PPPL Health & Safety Manual (ES&H-5008) and other documents as listed in DOE Orders (e.g., ANSI/NFPA 70-(latest edition), National Electric Code, ANSI C20-(latest edition) National Electric Safety Code, etc.).

Network and Fiber Optic Infrastructure
The design basis for the NCSX network infrastructure is the model used on NSTX and the network technology used for the growth of the PPPL network.  Since PPPL Network Engineering staff will be responsible for this design we are assured of component commonality with the much larger PPPL network infrastructure.

Central Instrumentation and Control
The design basis for the NCSX CI&C system is the model used on NSTX, which uses EPICS.  Similar system software and hardware components have been used on NSTX.  Since the beginning of 2001, PPPL has moved from using 25-year old CAMAC instrumentation to modern technologies, such as plug-in PCI boards.  Our experience with these technologies indicates that they are the proper choice for NCSX.

Data Acquisition and Facility Computing

The design basis for the NCSX Diagnostic Data Acquisition System is the model used on NSTX, which uses MDSplus.  Similar system software and hardware components have been used on NSTX.   Since 2003, NSTX has been using an MDSplus server which uses the Linux operating system.  Our experience indicates that this is the proper choice for NCSX.
Facility Timing and Synchronization

The first generation of the new (non-CAMAC) FPGA-based timing device has been in use on NSTX since 2003.  The second generation prototype was constructed in 2006, and testing is currently pending.  It is expected to be in limited use on NSTX well before NCSX first plasma.  The remaining hardware and software design tasks will use conventional, commodity components and fabrication techniques.
Real Time Plasma and Power Supply Control

For CD-4/MIE, the design of the rudimentary power supply control and the gas injection controls are well-established PC-based architectures which have been used on NSTX in numerous instances.  Furthermore, the LTX experiment at PPPL has been using the  ‘Robicon’ power supplies for several years, using a LabVIEW system. The eventual, post-CD-4/MIE system will be a full-fledged integrated Plasma Control System similar to that used for NSTX.  The (latter) system will be based on the current NSTX design using Front Panel Data Port (FPDP) I/O components and the General Atomics – developed Plasma Control Software. 

Central Safety and Interlock System

Unlike other elements of WBS5, the Central Safety and Interlock System will not be based on the NSTX system.  This SPLC system is the first of its kind at PPPL.  The system’s design basis will be internationally accepted safety system standards and practices (e.g. IEC 61508, IEC 61511, ISA S84.01), as well as DOE and PPPL policies. Engineering staff will attend training courses for system design, installation, and maintenance activities.  
Control Room Facility

The design basis for the NCSX Control Room will be based upon the NSTX model, which includes a main control room and a separate computational center.  
5 Design Implementation
· All design activities will conform to the applicable PPPL and Engineering Department procedures.

· All equipment will be installed in compliance with the applicable provisions of the PPPL Health & Safety Manual (ES&H-5008) and other documents as listed in DOE Orders (e.g., ANSI/NFPA 70-(latest edition), National Electric Code, ANSI C20-(latest edition) National Electric Safety Code, etc.).

Network and Fiber Optic Infrastructure
The WBS51 equipment consists of switches, routers, media converters, communication cable and transceivers, and network-management software. The fiber optic cable infrastructure will consist of the installation of conduit and cable trays, penetrations, and fiber optic cable.  Termination and cable management equipment will be installed to support multi-user access to the fiber ends.  Only a portion of the fiber ends will be terminated for CD-4/MIE.  It is straightforward to add terminations as the need arises. 
The WBS51 interface with other WBS elements will be at the WBS51’s ‘hub’ locations. Local fiber or twisted-pair media connections from the ‘hub’ to individual network devices will be provided (funded) by the individual system, with the provided equipment approved by the Network group.  Wireless network access points (WAP) will be provided for the test cell and control room areas. 
Central Instrumentation and Control 
The CI&C equipment consists of computers, I/O equipment, communications cables and transceivers, and software.  Similar system (software and hardware) components have been used on NSTX and experienced personnel are available for design and implementation.  

Data Acquisition and Facility Computing

The DAS equipment consists of computers, I/O equipment, communications cables and transceivers, and software.  Similar system (software and hardware) components have been used on NSTX and experienced personnel are available for design and implementation.   

Facility Timing and Synchronization

Most components of the WBS 54 Facility Timing and Synchronization System have already been designed and implemented for use on NSTX.  Since most of the hardware is COTS, assembly, installation, and testing will follow NCSX and industrial methods for subsystem assembly, installation, and testing.  No special requirements apply.  The software API/drivers will be programmed using well-understood languages and development environments.
Real Time Plasma and Power Supply Control

The design for the CD-4/MIE power supply control and the gas injection controls are well-established architectures which have been used on NSTX in numerous instances.  A group of experienced personnel (including LTX staff) are available for design and implementation.
Central Safety and Interlock System

Unlike other elements of WBS5, the Central Safety and Interlock system will not be based on the NSTX system.  The NSTX system is inferior to the systems that are currently commercially available.  The CSIS equipment and software are commercially available items. Engineering staff will attend training courses for system design, programming, installation, and maintenance activities.  At the Final Design Review the requirements, analysis, design basis, fabrication, and tests for the system will be presented.

Control Room Facility
Due to budgetary constraints, the control room configuration for CD-4/MIE  will use surplus office equipment and temporary installation practices.  The NCC (computing center) will have a similar, minimal installation. This implementation is not appropriate for routine experimental operations. The room itself will have lighting, power, and HVAC (etc …), all of which is not part of the NCSX project.
6 Reliability, Maintainability, and Safety

The reliance on COTS equipment for safety, control, and data acquisition applications promotes a cost-effective and reliable system.  An onsite supply of spare parts will be available for the majority of the equipment. Support subcontracts for commercial software and selected hardware components will be used to provide special support from the commercial sector. The use of COTS promotes (long-term) maintainability because the commercial market supports an adequate supply of compatible replacement parts.  A limited set non-commercial software and timing, control, protection, communications, and data acquisition hardware will be used where cost-effective COTS-equivalent components are not available.
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