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TPX RAM REQUIREMENTS

THREE TOP LEVEL REQUIREMENTS FOR TPX WERE IDENTIFIED WHICH

RELATE TO RAM (Reliability, Availability, and Maintainability)

1. The probability of a failure which would terminate the TPX program has to be near zero

A mission reliability of 100% has been set in the GRD:

"Provisions for recovery shall be made for every failure mode which 

• has a reasonable probability of occurrence (P≥10-4) over the life of the device or

• has a low probability of occurrence (10-4>P≥10-6) over the life of the device and no exemption from the Project based on cost/risk/benefit considerations

and which, directly or indirectly, would compromise the required operational capability of the device and facility.

The mission reliability requirement only applies prior to injecting tritium into the tokamak."
2. TPX must be able to produce results on a timely and regular basis in order to meet programmatic requirements

An availability requirement of 75% has been set in the GRD:

"TPX shall be designed to achieve an operational availability of at least 75% when operated per the reference scenarios with pulse repetition rates per Section 2.2.  Availability is defined as the ratio of the number of shots in an operational run period in which the device is operational at its rated performance level to the number of shots which could be achieved during that run period in the absence of component failures and software errors.  Delays attributable to physics planning do not impact operational availability as defined herein.  Delays attributable to low probability events  for which provisions for recovery are not required, do not impact operational availability as defined herein.

The availability requirement only applies prior to injecting tritium into the tokamak."
3. It is necessary to be able to reliability run multiple shots in succession and successfully acquire and archive the data for each of those shots in order to facilitate reasonable experimental operations and to conserve on the limited number of pulses and experimental time available.

A shot reliability of 90% has been set in the GRD:

"The shot reliability shall be greater than 90%,  where shot reliability is defined as the probability of:

• the necessary subset of data for achieving the goal of a given shot being successfully acquired and archived; and 

• not experiencing a failure precluding the initiation of the next shot.

In this context, a shot attempt occurs when a breakdown loop voltage pulse is applied to initiate a plasma.  Causes of failed shots or conditions characterizing failed shots include fizzles, timing errors, operator errors, heating system failures, diagnostics failures, and data acquisition and storage errors.

The shot reliability requirement only applies prior to tritium being injected into the tokamak."
4. TPX must be maintainable under all conditions

Maintainability requirements in the GRD include the following:

"TPX shall incorporate maintainability features in the design which are consistent with achieving the mission reliability, operational availability, and scheduled maintenance requirements stated herein.

Remote maintenance capability will be provided such that personnel exposure during maintenance operations do not exceed PPPL administrative limits.

Provisions for remote maintenance shall be made for all equipment inside the vacuum vessel and for ex-vessel equipment which will be come activated to the point where hands-on maintenance would result in PPPL administrative limits being exceeded.

Remote maintainability must be demonstrated with mock-ups for all equipment requiring remote maintenance and for which maintenance (scheduled or unscheduled) of that equipment is a normal or anticipated event as defined in Section 4.1.  Such equipment is hereby designated as Remote Maintenance Category I equipment.  All other equipment requiring remote maintenance is hereby designated as Remote Maintenance Category II equipment.

TPX design shall accommodate hands-on maintenance within two weeks of shutdown of all equipment except the ICH/FWCD launcher, for the first two years of operation.  The ICH/FWCD launcher shall be capable of being shielded to permit hands-on maintenance of all other equipment within two weeks of shutdown for the first two years of operation.

TPX design shall accommodate hands-on maintenance inside the vacuum vessel following a one year of shutdown during which activated in-vessel components which would otherwise preclude personnel access inside the vacuum vessel, would be remotely removed.

TPX design shall incorporate radiation shielding to permit hands-on maintenance within two weeks of shutdown of all equipment outside the shield boundary except for major components such as TF coils, VV sectors, and lower PF ring coils which might require tokamak disassembly.

The tokamak shall be capable of being disassembled and reassembled following a one year of shutdown during which activated in-vessel components which would otherwise preclude personnel access inside the vacuum vessel, would be remotely removed.

Maintainability requirements only apply prior to tritium being injected into the tokamak."
THESE TOP LEVEL REQUIREMENTS WILL NOT BE MET UNLESS CONSIDERATION IS GIVEN TO RAM THROUGHOUT THE PROJECT

RAM must be considered in the development of:

• subsystem and component designs

• component qualification and acceptance tests

• installation procedures and subsystem tests

• operation and maintenance procedures

• provisions for spares and logistics support

RAM REQUIREMENTS FLOW DOWN FROM THE GRD TO LOWER LEVEL DOCUMENTS

GRD

• Establishes top level requirements for the device and facilities

GDD (a system-level Type A specification)

• Provides basis for development of subsystem designs and lower level specifications

• Amplifies GRD RAM requirements and allocates them to subsystem level

• GDD prepared by Systems Engineering

SRDs (subsystem-level Type B1 prime item development specifications)

Critical Item (Type B2) Development Specifications

• Provide basis for development of lower level assembly designs and specifications

• Allocates RAM requirements to successively lower level assemblies

• SRDs prepared by cognizant WBS Managers early in PD

• Responsibility and schedule for preparation of CI specifications should be determined by the cognizant WBS Manager early in PD

Product (Type C) Specifications

• Provide basis for procurement of equipment through specification of performance requirements or detailed design requirements

• Need to address RAM requirements (including qualification and acceptance testing, etc.)

OTHER RAM-RELATED DOCUMENTS

RAM Plan

• Describes what is required of WBS managers to satisfy the Project that RAM considerations have been adequately addressed

• Addresses implementation issues such as

√ first-of-a-kind components with no reliability database

√ reliability demonstration not possible for many large scale components (e.g. TF coils)

TPX Procedures Manual

• Defines the procedures to be followed in performing tasks such as making RAM allocations, etc.

MIL-STD 1629

• Provides guidelines for performing FMECAs

THE SHOT RELIABILITY IS EQUAL TO THE PRODUCT

OF THE SHOT RELIABILITIES OF EACH SYSTEM
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THERE ARE MANY PRINCIPLES WHICH CAN BE APPLIED TO MAXIMIZE RELIABILITY

• Avoid marginal stress situations

√ design with adequate margins and derating factors

√ overdesign critical features

√ make design robust to uncertainties

• Keep the design as simple as possible

√ fewer parts mean fewer failures

√ even non-essential equipment can have failure modes which can shut the machine down (e.g. vacuum leaks)

√ "design out" failure modes where possible (e.g. run inboard limiter plumbing, inside double wall VV, eliminate shield tiles, eliminate joints in TF/PF windings, etc.)

• Design for fault tolerance and graceful degradation

√ Where a function is essential and the reliability is suspect, add redundancy so that multiple failures are required for loss of function to occur.

• Use field tested components and design approaches and well characterized materials wherever possible

• Design defensively - guard against adverse systems interactions

• Put RAM requirements in equipment specifications

• Perform development and qualification testing to develop confidence in manufacturing processes and component design

• Perform inspection to assure that what gets designed actually gets built

• Perform acceptance and system testing to ensure the equipment works as advertised

• Avoid unnecessary modifications and maintenance

√ If it ain't broke, don't fix it...every instance where maintenance is performed or modifications are made is an opportunity to screw something up...this applies to software as well as hardware

• Institute an aggressive reliability improvement program (test, analyze, and fix) during testing and operation

• Guard against (but expect) failure initiators which are not "random" in nature

√ Failures are not always precipitated by random equipment failures... as an example, eddy current heating of the TFTR TF coil case during VV conditioning nearly resulted in a catastrophic TF system failure even though everything operated as advertised

A PRELIMINARY ALLOCATION OF THE SHOT RELIABILITY REQUIREMENT HAS BEEN MADE

• 1/3 of the shot unreliability was allocated to initiators other than random failures

√ Failed shots are often unexplained or are traceable to operator error

• 1/3 of the shot unreliability was allocated to 6 systems - I&C, Diagnostics, NB, LH, IC, and PFCs

• The initial allocation will be reviewed by the Project and outside experts before being finalized

	WBS Identifier
	Subsystem
	Unreliability Weighting (A)
	Shot Reliability
	Failures per 1000 Shots

	11
	Plasma Facing Components (PFC)
	8
	0.9944
	5.6

	12
	Vacuum Vessel (VV) System 
	5
	0.9965
	3.5

	13
	Toroidal Field (TF) System
	6
	0.9958
	4.2

	14
	Poloidal Field (PF) System
	7
	0.9951
	4.9

	15
	Cryostat
	3
	0.9979
	2.1

	16
	Tokamak Support Structure
	1
	0.9993
	0.7

	18
	Tokamak Shielding
	3
	0.9979
	2.1

	19
	FEC and FPPC Coil Systems
	5
	0.9965
	3.5

	21
	Neutral Beam System
	8
	0.9944
	5.6

	23
	Ion Cyclotron Heating and FW Current Drive
	8
	0.9944
	5.6

	24
	Lower Hybrid Heating and Current Drive
	8
	0.9944
	5.6

	31
	Fuel Storage and Delivery
	3
	0.9979
	2.1

	33
	Radiation Monitoring and Tritium Cleanup
	1
	0.9993
	0.7

	34
	Vacuum Pumping
	5
	0.9965
	3.5

	4
	Power Systems
	6
	0.9958
	4.2

	61
	Central I&C
	8
	0.9944
	5.6

	62
	Diagnostics
	8
	0.9944
	5.6

	71
	Buildings, Mods, and Site Improvements
	0.7
	0.9995
	0.5

	72
	Cryogenic Systems
	4
	0.9972
	2.8

	73
	Water Systems
	2
	0.9986
	1.4

	74
	Test Cell Penetrations
	0.3
	0.9998
	0.2

	
	Random Failures
	100
	0.9322
	70.1

	
	Other Initiators
	50
	0.9655
	34.5

	
	Total
	150
	0.9000
	104.6


THE OPERATIONAL AVAILABILITY MODEL IS DIFFERENT FROM THE RELIABILITY MODELS IN THAT REPAIRS MUST BE MODELED AS WELL AS FAILURES

The model used assumes that failures in a given system can only occur when all systems are operational
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For steady state operation, the availability (P0) is given by


 EMBED Word.Picture.8  



 EMBED Word.Picture.8  


The key parameter (and the one specified in the GRD) is the machine operating time lost per hour of machine operation

√ Assume TPX will be operated 2 shifts per day, 5 days per week

Alternatively, this parameter is the ratio of the failure rate to the repair rate, or of the MTTR to the MTBF

√ If we lose 1 hour every 9 hours of operation or 10 hours every 90 hundred hours of operation, the availability is still 90%

THERE ARE SEVERAL PRINCIPLES WHICH CAN BE APPLIED IN ORDER TO MAXIMIZE THE OPERATIONAL AVAILABILITY

• Make the design reliable, following the principles already discussed

• Provide for quick recovery from failures

√ Incorporate design features which facilitate fault isolation

√ Provide reasonable modularity in the design avoiding the extremes of arduous fault isolation and repair at the piece part level or prohibitively expensive and unwieldy replacement parts

√ Implement a standards parts program to facilitate logistics support

√ Order spares parts for long lead items

√ Provide instant access; avoid putting equipment in controlled areas whenever possible, specifically the cryostat, the plasma vacuum chamber (VV plus extensions), and test cell

√ Avoid remote maintenance whenever possible; if it cannot be avoided, make it simple

√ Provide ample space for maintenance, whether remote or hands-on

√ Provide special purpose tools for time-consuming, repetitive tasks

• Put maintainability requirements in equipment specifications

• Use maintenance simulation and mockups to verify and enhance maintainability

• Check out remote maintenance operations on the machine while hands-on maintenance is still possible

• Develop an effective, preventative maintenance program

√ For equipment which exhibits pronounced and predictable wearout characteristics, replacement of that equipment should be planned for when the device is down for other reasons rather than permitting wearout to cause an unscheduled downtime

√ Servicing of components should be performed on a routine and timely basis

√ Inspections should be conducted where appropriate to seek out incipient failures

√ Restore redundancies at the earliest opportunities

A PRELIMINARY ALLOCATION OF THE AVAILABILITY REQUIREMENT HAS BEEN MADE

• In the allocation, the unreliability weightings used to allocate shot reliability were multiplied by MTTR weightings to arrive at the availability weighting

• 20% of the unavailability was allocated to initiators other than random failures

• 37% of the shot unreliability was allocated to 3 systems - PFCs, TF, and PF

• The initial allocation will be reviewed by the Project and outside experts before being finalized

• Key parameters which impact downtime include…

√ Time required to warm up cold mass to RT (5 days?) and cool it back down to 5K (10 days?)

√ Time required for access to test cell (1 day?)

√ Time required to work near tokamak (7 days?)

√ Time required to deploy RM equipment once work near machine was permitted (1 day?)

√ Reliability of RM equipment (?)

√ Time to recondition vacuum vessel after opening (14 days?)

	WBS Identifier
	Subsystem
	Unreliability Weighting

(A)
	MTTR Weighting (B)
	Unavailability Weighting (AxB)
	Availability

	11
	Plasma Facing Components (PFC)
	8
	16
	128
	94.8%

	12
	Vacuum Vessel (VV) System 
	5
	10
	50
	97.9%

	13
	Toroidal Field (TF) System
	6
	12
	72
	97.0%

	14
	Poloidal Field (PF) System
	7
	12
	84
	96.5%

	15
	Cryostat
	3
	10
	30
	98.7%

	16
	Tokamak Support Structure
	1
	12
	12
	99.5%

	18
	Tokamak Shielding
	3
	9
	27
	98.9%

	19
	FEC and FPPC Coil Systems
	5
	10
	50
	97.9%

	21
	Neutral Beam System
	8
	4
	32
	98.6%

	23
	Ion Cyclotron Heating and Fast Wave Current Drive
	8
	4
	32
	98.6%

	24
	Lower Hybrid Heating and Current Drive
	8
	4
	32
	98.6%

	31
	Fuel Storage and Delivery
	3
	2
	6
	99.7%

	33
	Radiation Monitoring & Tritium Cleanup
	1
	0.3
	0.3
	100.0%

	34
	Vacuum Pumping
	5
	8
	40
	98.3%

	4
	Power Systems
	6
	0.3
	1.8
	99.9%

	61
	Central I&C
	8
	0.05
	0.4
	99.98%

	62
	Diagnostics
	8
	2
	16
	99.3%

	71
	Buildings, Mods, and Site Improvements
	0.7
	0.2
	0.14
	99.99%

	72
	Cryogenic Systems
	4
	1
	4
	99.8%

	73
	Water Systems
	2
	1
	2
	99.9%

	74
	Test Cell Penetrations
	0.3
	0.2
	0.06
	99.997%

	
	Random Failures
	100
	
	619.7
	78.9%

	
	Other Initiators
	50
	
	154.925
	93.8%

	
	Total
	150
	
	774.625
	75.0%


THE GRD REQUIREMENTS ARE CONSISTENT WITH THE FOLLOWING OPERATING SCENARIO

Experimental Operations
30 minute rep rate (avg.)


200s pulse length (avg.)


40% D shots, 60% H shots


25 shots per day


120 equivalent operating days per year


24 weeks per year

Unscheduled Downtime
1/3 of operating time (75% availability)


8 weeks per year

Scheduled Operating Time
32 weeks per year
Scheduled Downtime
<1 week per 3 weeks of scheduled run time (GRD)


10 weeks per year

Machine Mods and
10 weeks per year
Administrative Delays

Total
3000 shots per year (max.)


6e5s of operation per year (max.)


52 weeks per year

• 2 shifts per day, 5 days per week operation seems reasonable

• No allocation of scheduled maintenance downtime made yet

CONCLUSIONS

The scope of RAM efforts required for PD has been defined (ref. E/Mtg minutes; to be documented in memo)

Guidelines for performing FMECAs have been provided (ref. Mil-Std 1629)

Preliminary allocations of operational availability and shot reliability have been provided at the request of Project participants

√ These allocations will be reviewed by Project participants and outside experts and finalized

√ Scheduled maintenance allocations will be developed at a later date

The RAM Plan will be developed by the SIS Subcontractor (by end of May?)

WBS Managers have to implement RAM programs for optimizing the designs for reliability and maintainability

√ The guidance needed to get started has been provided

√ Please contact us (Systems Engineering) if additional guidance is needed
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