DIlI-D Plasma Control System and NCSX
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DIII-D PCS is a Highly Flexible Plasma Control Platform

Readily Adaptable for Stellarator Conirol Needs

* General infrastructure for waveform programming, algorithm
execution, realtime multi-cpu parallel computation and inter-
process communication, analog or digital 1/0, ...

 Hardware solution is highly scalable:

— Cpu’s can be added arbitrarily to expand power

— Realtime network, digitizer and D/A channels expandable as needed
 Software solution allows arbitrarily complex algorithms:

— Realfime linux OS

— Realtime code in C

— IDL-based gui

» Extensive infrastructure for PID-based or state space multivariable
control algorithms, many useful numerical subroutines

* Large number of general toroidal MFE algorithms may be readily
adaptable to stellarator operational and physics needs




DIlI-D PCS is a Flexible, Scalable Multi-cpu Conirol

System Supporting Arbitrarily Complex Algorithms
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Integrated PCS and Modeling/Simulation Environment

is a Complete Plasma Control Package
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THE DIII-D PCS IS BEING USED AT TOKAMAKS WORLDWIDE
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PCS Instrumental in Recent Successful Startup of EAST
Tokamak at ASIPP Hefei, China
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Time is Right to Begin Discussion of NCSX Control

Needs and Potential of DIlI-D PCS to Fulfill

* Interface/infrastructure software requirements?
 Hardware requirements and solutions?

— Processing power (number of cpu’s, speed)

— Interprocess communication¢ Realtime network, reflective memory?
» General control requirements?

— Acquired channels: number, sample rates, ...

— Actuator outputs: number, latencies, analog/digital signals, etc...
 Specific control algorithms?
— Algorithm execution speeds?
— Operating point regulation
— High performance algorithms: mitigate effects of noise, disturbances
— Physics/mission-specific algorithms
e Control modeling, design, simulation tools?




