Reduction of islands in full-pressure stellarator equilibria.

S.R. Hudson, D.A. Monticello and A.H. Reiman
Princeton Plasma Physics Laboratory, PO Box 451 Princeton NJ 08543
Physics of Plasmas, 2001
April 24, 2001

Abstract

The control of magnetic islands is a crucial issue in designing stellarators. Islands are associated with resonant radial magnetic fields at rational rotational-transform surfaces and can lead to chaos and poor plasma confinement. In this article we show that variations in the resonant fields of a full pressure stellarator equilibrium can be related to variations in the boundary via a coupling matrix, and inversion of this matrix determines a boundary modification for which the island content is significantly reduced. The numerical procedure is described and the results of island optimization are presented. Equilibria with islands are computed using the Princeton Iterative Equilibrium Solver, and resonant radial fields are calculated via construction of quadratic-flux-minimizing surfaces. A design candidate for the National Compact Stellarator Experiment [Phys. Plasmas 8, 2001], which has a large island, is used to illustrate the technique. Small variations in the boundary shape are used to reduce island size and to reverse the phase of a major island chain.

I Introduction

The suppression of magnetic islands is a key issue in stellarator designs. The lack of a continuous symmetry implies that magneto-hydro-dynamic (MHD) equilibrium solutions typically will have magnetic islands and chaotic field lines; however, with careful design, the width of islands and chaotic regions may be significantly reduced. Significant progress in this field of island suppression was made with the introduction of the Cary-Hanson technique [1], which relates the width of magnetic islands to the residue of periodic orbits determined by field line integration, and standard computational optimization routines can be used efficiently to construct coil configurations that produce nested flux surfaces in the vacuum. An alternative technique [2] has been applied to the H-1 Heliac [3]. Resonant radial fields were determined via construction of quadratic-flux-minimizing surfaces and variations in the vertical field coil currents were used to manipulate the width and phase of magnetic islands in the vacuum field. A configuration was constructed for which vacuum magnetic islands healed as pressure was increased [4].

In this article we consider manipulation of the width and phase of magnetic islands in finite $\beta$ stellarator equilibria by making small variations to the boundary. Computation of the MHD equilibrium is provided by the Princeton Iterative Equilibrium Solver, PIES [5, 6]. Magnetic islands are controlled by controlling the resonant fields at the rational surfaces, and the resonant fields are calculated via construction of quadratic-flux-minimizing surfaces [7]. In Sec. II a description of the computational tools is given, and in Sec. III the numerical procedure is described. A design candidate for the National Compact Stellarator Experiment, NCSX [8, 9] is used to illustrate the island manipulation procedure and results are presented in Sec. IV.

II Resonant Fields and PIES

The PIES code finds solutions to the magneto-hydro-dynamic equilibrium condition $\nabla p = J \times B$ for general stellarator geometry using an iteration procedure. The equilibrium is defined by a toroidal current and pressure profile, and a boundary shape. An approximate equilibrium is used to start the PIES iterations and this is usually provided by the Variation Moments Equilibrium Code, VMEC [10]. VMEC calculates solutions to the MHD equilibrium condition assuming the existence of good flux surfaces. The boundary is specified by a set of Fourier harmonics for the cylindrical coordinates R and Z in the cylindrical toroidal angle and a poloidal angle. We expect that the VMEC equilibrium contains singular current sheets at the rational surfaces – the magnitude of which is sufficient to suppress suppress island formation.

The PIES procedure involves relaxing the constraint of good flux surfaces of the magnetic field as calculated by VMEC, and iterates on the field and current using a Picard Scheme. The current is calculated according to $\nabla p = J^{n+1} \times B^n$ with the constraint $\nabla \cdot J^{n+1} = 0$. The magnetic field is updated using $J^{n+1} = \nabla \times B^{n+1}$ with the constraint $\nabla \cdot B^{n+1} = 0$. At each iteration, a magnetic field diagnostic distinguishes regions of good flux surfaces and regions of islands and chaotic field lines. On good flux surfaces magnetic coordinates are used to solve a magnetic differential equation for the parallel current. In islands and chaotic regions the pressure and current profiles are flattened. On convergence, the equilibrium condition $\nabla p = J \times B$ is satisfied and in general islands will exist at the rational surfaces; thus resolving the current singularities in the VMEC equilibrium. If the VMEC equilibrium is such that the current singularities are small or zero, then we expect that the island width as calculated by PIES will be small or zero, that the VMEC and PIES equilibriums will agree, and that PIES will rapidly converge. In the following sections, each separate PIES calculation is initialized with a VMEC calculation.
Magnetic islands are caused by resonant radial magnetic fields where the rotational transform is a rational value. The continuous one-dimensional family of periodic orbits that form a rational rotational transform flux surface in the absence of resonant fields will be reduced to a finite set of periodic orbits by the resonant field, and an island chain will form. The periodic orbits surviving perturbation will typically be the stable and unstable periodic orbits, which correspond to the O and X points on Poincaré plots of the magnetic field. In the small island approximation, where the shear, \( \varepsilon \), is assumed constant across the island, the width of the island is given [11] as \( w \propto \sqrt{B_{nm}}/\varepsilon m \), where \( B_{nm} = (B \cdot \nabla s/B \cdot \nabla \phi)_{nm} \) is the resonant Fourier component of the radial field at the \( s = n/m \) rational surface, \( s \) is the radial coordinate, and the prime represents derivative with respect to \( s \). The phase of the island chain is determined by the sign of \( B_{nm} \) and the sign of the resonant field.

A method for calculating resonant fields at rational surfaces has been incorporated into PIES. This method is based on the construction of quadratic-flux-minimizing surfaces. The construction of these surfaces has been presented earlier [7] and for the purposes of this article it is sufficient to note that a rational quadratic-flux-minimizing surface passes directly through the corresponding island chain, and may be considered as a rational flux surface of an underlying unperturbed magnetic surface. The resonant radial field is constructed as the field normal to the quadratic-flux-minimizing surface. In the following, the term ‘resonant field’ shall refer to the action gradient [2] as calculated during the construction of a given quadratic-flux-minimizing surface.

### III Coupling Matrix

A set of islands that we wish to control is selected. Generally the lowest order resonances present will produce the largest magnetic islands. A convenient method of selecting the lowest order resonants is guided by the Farey Tree construction [12]. The corresponding set of resonant fields that need to be controlled is represented by \( B = (B_{n_1 m_1}, B_{n_2 m_2}, \ldots)^T \).

We expect that an \((n, m)\) island width will be strongly affected by an \((n, m)\) resonant deformation of the plasma boundary in magnetic coordinates and perhaps through coupling to neighboring modes, so a set of independent boundary variation parameters is constructed as follows. We consider the minor radius \( r = \sum r_{nm} \cos(n\theta - nN\phi) \) of the plasma boundary to be a Fourier series in the cylindrical toroidal angle and the poloidal angle used in VMEC to construct the input \( R \) and \( Z \) harmonics. The conversion to cylindrical space is given as \( R = r \cos \theta, Z = r \sin \theta \). For a change \( r \rightarrow r + \delta r_{nm} \cos(n\theta - nN\phi) \), the input Fourier harmonics for the VMEC code change according to \( R_{m-1, n} \rightarrow R_{m-1, n} + \delta r_{nm}/2, Z_{m-1, n} \rightarrow Z_{m-1, n} - \delta r_{nm}/2 \) in principle we may change infinitely many boundary harmonics \( r_{nm} \), but a small set is chosen to match the islands that will be targeted and this becomes the vector of independent parameters \( r = (r_{n_1 m_1}, r_{n_2 m_2}, \ldots)^T \).

Now the problem is amenable to standard treatments where the functional dependence of \( B \) on \( r \) is represented

\[
B(r_0 + \delta r) = B(r_0) + C \cdot \delta r + \ldots, \tag{1}
\]

where \( r_0 = 0 \) is the initial boundary shape and \( \delta r \) is a small boundary variation. The coupling matrix \( C \) represents derivative information and will in general be an \( M \times N \) matrix, where \( M \) is the number of resonant fields, and \( N \) is the number of independent boundary variations. The \( j \)th column of the coupling matrix is determined through a VMEC/PIES run by making a small change \( \delta r_{nm} \) and taking the difference in the resonant fields from the original equilibrium, divided by the change. Hence, \( N + 1 \) VMEC/PIES runs are required to determine the coupling matrix.

The coupling matrix is inverted using the singular value representation [13], \( C = UwV^T \), where \( U \) and \( V \) are orthonormal and \( w \) is the diagonal matrix of singular values. If there are more variables than equations more than one solution may exist and the nullspace is spanned by the columns of \( U \) corresponding to zero singular values, of which there will be at least \( N - M \).

Islands are removed if \( B = 0 \), so by choosing a correction to the boundary \( \delta r \) according to

\[
\delta r_{i+1} = -Vw^{-1}U^T B_i, \tag{2}
\]

where as in standard singular value decomposition techniques the zero, and if desired the small, eigenvalues are ignored in the inversion of \( w \), and \( B_i \) is the vector of resonant fields at the \( i \)th iteration. In practice, several iterations will be required to achieve a desired accuracy.

### IV Application to NCSX

To illustrate the technique a design candidate, li383, for NCSX is studied. The motivation of the NCSX design group is to achieve compact stellarator configurations with good transport and stability properties at \( \beta = 4\% \), with quasi-axisymmetry used to obtain good drift trajectories. Cross sections of the configuration li383 are shown in Fig. 1, and the rotational transform profile is shown in Fig. 2. A Poincaré plot Fig. 3 of the PIES field after 32 iterations shows island chains and the \( \approx 3/5 \) island is quite large. In this and the other Poincaré plots to be shown, the Poincaré section is the \( \phi = 0 \) plane and 50 field lines are followed starting along the \( \theta = 0 \) line. In addition, field lines at the X points of several low order island chains are followed and the quadratic-flux minimizing surface and an estimated separatrix has been plotted over one period of each island chain. The separatrix of the island chains has been calculated using the resonant radial field and the shear at the rational surface of the VMEC equilibrium. PIES has not yet converged for this case, but the information about the island width is still useful for construction of the coupling matrix.

In this application of the island reducing technique, the \((3, 5), (6, 10), (3, 6)\) and \((6, 12)\) resonances are targeted, and the \((3, 9), (3, 8), (3, 7), (3, 6), (3, 5)\) and \((3, 4)\) boundary harmonics are varied. The \((3, 7)\) resonance is also present in the configuration, but this has not been targeted. The \((6, 10)\) resonance
\[
\begin{pmatrix}
\delta B_{3,5} \\
\delta B_{6,10} \\
\delta B_{3,6} \\
\delta B_{6,12}
\end{pmatrix} =
\begin{pmatrix}
-0.15603, & 0.94645, & -0.73397, & -1.13506, & -0.17282, & -0.30578 \\
0.12627, & 0.17790, & 0.02146, & 0.19875, & -0.07025, & 0.01304 \\
-0.05487, & -0.22773, & -0.50056, & 0.24140, & -0.30079, & 0.01531 \\
-0.00874, & 0.03067, & -0.00351, & 0.00827, & -0.00327, & -0.00083
\end{pmatrix}
\begin{pmatrix}
\delta r_{3,9} \\
\delta r_{3,8} \\
\delta r_{3,7} \\
\delta r_{3,6} \\
\delta r_{3,5} \\
\delta r_{3,4}
\end{pmatrix}.
\]  

(3)

Figure 1: Cross sections of NCSX design li383.

Figure 2: Rotational transform profile of the li383 equilibrium.

Figure 3: Poincaré plot of full-beta initial li383 configuration after 32 PIES iterations.

Table 1: Convergence of Newton Method

| iteration | \(|B_{3,5}|\) | \(|B_{6,10}|\) | \(|B_{3,6}|\) | \(|B_{6,12}|\) |
|-----------|--------------|--------------|--------------|--------------|
| 0         | \(1.8 \times 10^{-3}\) | \(1.6 \times 10^{-4}\) | \(1.3 \times 10^{-4}\) | \(1.4 \times 10^{-5}\) |
| 1         | \(1.3 \times 10^{-4}\) | \(3.4 \times 10^{-5}\) | \(1.0 \times 10^{-4}\) | \(2.4 \times 10^{-6}\) |
| 2         | \(6.7 \times 10^{-5}\) | \(3.4 \times 10^{-5}\) | \(5.1 \times 10^{-5}\) | \(1.9 \times 10^{-6}\) |
| 3         | \(2.4 \times 10^{-5}\) | \(6.7 \times 10^{-5}\) | \(4.0 \times 10^{-6}\) | \(5.4 \times 10^{-7}\) |

produces an island at the same rational surface as the (3, 5), namely at \(r = \frac{3}{5}\), and may be considered as the second harmonic of the (3, 5) resonance. If the (6, 10) resonant field is not targeted, this may cause an island of distinct topology from the (3, 5). For this set of resonant fields and independent boundary variation parameters, the coupling matrix is shown in Eqn(3). Table 1 details the convergence of the Newton iterations. The Newton iterations are terminated after four steps as this provides sufficient reduction of the islands as seen in Fig. 4. In a true Newton iteration procedure, the coupling matrix would be re-calculated at every iteration. In this application such a procedure is too slow and the coupling matrix is not changed; nevertheless, the convergence is satisfactory. The total change
The boundary variation parameters is
\[ \delta r = (-0.0018, -0.0002, 0.0005, 0.0030, 0.0001, 0.0006)^T. \] (4)

These variations are several millimeters in magnitude and are too small to distinguish when plotted on the scale shown in Fig. 1, and generally have little impact on stability and other physics. However, the case shown does destabilize the ballooning modes on some surfaces. This is not surprising considering that the li383 configuration has been optimized to provide marginal ballooning stability at full pressure.

The healed configuration has converged after 32 iterations. As mentioned, if the equilibrium has no islands, or if the width of the islands is less than the radial grid used in PIES, then PIES and VMEC will agree and PIES will rapidly converge. If the equilibrium displays islands and PIES is not fully converged, the island width after a given number of iterations is still sufficient for calculation of the coupling matrix and for the success of the Newton procedure in removing islands.

The same procedure that is used to eliminate the islands may be used to create islands. With the possibility of self-healing effects and for the design of trim coils, where the flexibility to eliminate islands caused by design or construction error, which may be of either phase, is required, it is interesting to design configurations with islands of opposite phase. To do this, Eq. 2 becomes
\[ \delta r = -V w^{-1} U^T (B - B^*), \] (5)

where \( B^* \) is a vector of desired settings of the resonant fields. We choose to set \( B^* = (-B_{3,5}^0, 0, 0, 0) \), where \( B_{3,5}^0 \) is the resonant field component as determined for the original li383 configuration shown in Fig. 3, and proceed as before. Applying the boundary variation
\[ \delta r = (-0.0041, -0.0036, 0.0017, 0.0042, 0.0012, 0.0013)^T \] (6)

note that to the original configuration swaps the phase of the \((3, 5)\) island in the full pressure full current equilibrium shown in Fig. 5. As noted earlier, the phase of the island depends on the sign of the resonant field and the sign of the shear at the rational surface. The changes made to the equilibrium have no significant impact on the rotational transform profile; thus to change the phase of the island it is sufficient to control the resonant field only.

A zero-pressure equilibrium is calculated with PIES with the same boundary as the full pressure healed configuration. As pressure is lowered the islands reappear Fig. 6. To eliminate the islands at both zero and full pressure, use is made of the null-space of the coupling matrix. To the accuracy of the determination of the coupling matrix, any changes to the boundary which are spanned by the two columns of \( V \) corresponding to the zero eigenvalues of \( w \) will not impact on the island content of the full pressure healed configurations. Thus, to eliminate islands at both zero and full pressure, we make small changes within this nullspace to eliminate the islands at zero pressure. Another, reduced coupling matrix, of dimensions \( 4 \times 2 \) is constructed, where the independent parameters are boundary variations spanned by the two nullspace vectors and the target variables are the same 4 resonant fields as targeted above. In such a case with more equations to be solved than variables, rather than being a family of solutions there is in fact no exact solution. In such a case the SVD procedure will provide an approximate solution and the island widths at zero pressure are reduced Fig. 7. Another PIES calculation Fig. 8 confirms that the zero pressure island healing variation do not disturb the full pressure islands. Again, these configurations, having small islands, are converged.
Fixed boundary variations enable control of island phase and width. We have shown that a major island chain in the NCSX design candidate li383 may be eliminated or created with either phase by careful choice of boundary variation. In practice, the plasma boundary shape is controlled by the coil design and possibly by additional trim coils. With several independent boundary variation parameters, chosen to provide sufficient flexibility in controlling specific islands, several different plasma states may be optimized with respect to island reduction.

The fixed boundary variations required to eliminate the magnetic islands may be related to normal magnetic fields at the surface and from consideration of the coupling matrix it can be determined which fields generated by the coils are most crucial in reducing island widths and thus which aspects of the coil design need to be carefully controlled.

The changes made to the boundary are small and typically have small impact on other physics parameters. Nevertheless, as the design is optimized to provide marginal ballooning stability at full pressure, the changes made to the boundary can potentially de-stabilize the equilibrium with respect to ballooning modes. Future work will augment the target function with various measures of stability. Alternatively, variations in the nullspace of the coupling matrix may be used to optimize the physics properties of the island eliminated equilibrium. Presently, the technique described in this article is being implemented in free boundary PIES calculations where the independent parameters to be varied are those parameters describing the geometry of the coils; the results of which will be described in a future article.
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